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Questo intervento

Spunti e collegamenti tra alcuni aspetti legati alla teoria semantica 
della categorizzazione e il modo in cui i Large Language Models 
(LLMs) gestiscono aspetti sintattici e semantici del linguaggio. 

Confronto basato sulla dicotomia: 

strutture (rigide/“universali”) basate su regole 

strutture (“graduali”/“contestuali”) basate su approssimazioni 



Tipicalità
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Approcci computazionali sul tema (overview parziale)

Sem. Networks 
(Collins & Quillians, 1969)

Fuzzy Logic 
Zadeh, 1966

Frames  
(Minsky, 1975)

Scripts  
(Shank & Abelson,  

1977) Circumscription 
(Mc Carthy, 1980)

Default Logic 
Reiter (1980)Newell Simon, 

GPS (1962)

…

Cognitive Heuristics

Machine-oriented Heuristics

Qual. Repres. 
(Forbus, 1984)

Conceptual Spaces 
(Gärdenfors, 2000)

Transformers  
(2017)

Conceptnet 
(2002)

Embeddings 
Mikolov  
(2013)



Es. Rag. Senso Comune - Categorizzazione

X {haCoda, Scodinzola, Abbaia} 

Cosa è X ????

8



Es. Rag. Senso Comune - Categorizzazione

Un elemento X è categorizzato come CANE perché: 
X {haCoda, Scodinzola, Abbaia} 

Nessuno di questi tratti è definitorio di cane 
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Concetti/Rappresentazioni 
tipiche 



Teoria classica dei concetti
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TRIANGOLO= Poligono  regolare con 3 lati e 3 angoli

Struttura basata su regola



Wittgenstein: Somiglianze di 
famiglia
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Nessun volto condivide tutte le caratteristiche di un altro  
volto, ma ciascuno possiede alcuni tratti di altri. 



PROTOTYPE THEORY

• Teoria dei concetti dominante in psicologia 
dagli anni’70 sviluppata da Eleanor Rosch. 

•   categorie di senso comune non definibili sulla 
base di condizioni necessarie e sufficienti



Typicality ratings

Smith, Shoben, & Rips (1974, p. 218)



 E’una “sedia”? E’ un “gatto”?

E’ un “cane”?



‘Fuzzy’ or ‘graded’ categorization

• Le condizioni necessarie e sufficienti dovrebbero 
valere per tutti gli individui di una categoria, ma 
questo non accade: 

- Strutture concettuali graduali



Graded Structure

• Item tipici simili al prototipo in base alla 
distanza da esso

atypical

typical

P

atipica

tipica



Exemplars and Exemplar-based Reasoning



Teorie in Conflitto?

• Prototypes, Exemplars and other conceptual 
representations (for the same concept) can co-exists 
and be activated in different contexts (Malt 1989).
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Heterogeneous Proxytypes Hypothesis

  
The different proposals that have been advanced can be grouped in three main classes: a) fuzzy approaches, b) probabilistic and Bayesan approaches, c) approaches based on 

non-monotonic formalisms.

Different representational structures have different accessing procedures 
(reasoning) to their content. 

Prototypes, Exemplars, Theories and other conceptual representations can 
co-exists and be activated in different contexts

(Lieto, BICA 2014) 
https://doi.org/10.1016/j.procs.2014.11.078

https://doi.org/10.1016/j.procs.2014.11.078


DUAL PECCS: DUAL- Prototype and Exemplars 
Conceptual Categorization System 

 

Lieto, Radicioni, Rho (IJCAI 2015, JETAI 2017)
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1) Multiple representations for the same concept 

2) On such diverse, but connected, representation are executed 
different types of reasoning (System 1/ System 2) to integrate. 

2 Cognitive Assumptions

Type 1 Processes  Type 2 Processes 

Automatic Controllable

Parallel, Fast Sequential, Slow

Pragmatic/contextualized
…

Logical/Abstract
…



Heterogeneous Proxytypes in DUAL-PECCS
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for a given concept can be represented by adopting differ-
ent computational frameworks: i) from a symbolic perspec-
tive, prototypical representations can be encoded in terms
of frames [Minsky, 1975] or semantic networks [Quillian,
1968]; ii) from a conceptual space perspective, prototypes can
be geometrically represented as centroids of a convex region
(more on this aspect later); iii) from a sub-symbolic perspec-
tive, the prototypical knowledge concerning a concept can, on
the other hand, be represented as reinforced patterns of con-
nections in Artificial Neural Networks (ANNs). Similarly,
for the exemplars-based body of knowledge, both symbolic
and conceptual space representations can be used, as well as
the sub-symbolic paradigm. In particular, exemplars can be
represented as instances of a concept in symbolic systems,
as points in a geometrical conceptual space, or as a partic-
ular (local) pattern of activation in a ANN. Finally, also for
the classical body of knowledge it is –at least in principle–,
possible to use the same frameworks. However, this seems
to be a case where symbolic and conceptual levels are more
appropriate w.r.t. the sub-symbolic one.

Summing up, all the different types of conceptual repre-
sentations can be implemented in cognitive artificial systems
and architectures. In addition, different computational mech-
anisms for “proxyfying” conceptual representations can be
applied. In the next Section we illustrate and discuss the rep-
resentational levels and the associated computational frame-
works we adopted for each type of body of knowledge.

3 The DUAL-PECCS System
As mentioned, the DUAL-PECCS relies on the heteroge-
neous proxytypes approach and on the dual process theory.
It is equipped with a hybrid knowledge base composed of
heterogeneous representations of the same conceptual enti-
ties: that is, the hybrid knowledge base includes prototypes,
exemplars and classical representations for the same concept.
Both prototypes and exemplars are represented at the con-
ceptual level (see Section 3.1), while classical information is
represented through standard symbolic formalisms (i.e., by
means of a formal ontology).

The retrieval of such representations is driven by different
process types. In particular, prototype and exemplar-based re-
trieval is based on a fast and approximate kind of categoriza-
tion, and benefits from common-sense information associated
to concepts. On the other hand, the retrieval of the classical
representation of concepts is featured by explicit rule follow-
ing, and makes no use of common-sense information. These
two differing categorization strategies have been widely stud-
ied in psychology of reasoning in the frame of the dual pro-
cess theory, that postulates the co-existence of two differ-
ent types of cognitive systems [Evans and Frankish, 2009;
Kahneman, 2011]. The systems of the first type (type 1) are
phylogenetically older, unconscious, automatic, associative,
parallel and fast. The systems of the second type (type 2) are
more recent, conscious, sequential and slow, and featured by
explicit rule following. We assume that both systems can be
composed in their turn by many sub-systems and processes.
According to the hypotheses in [Frixione and Lieto, 2012;
Frixione and Lieto, 2014], the conceptual representation of

is-a: feline
color: yellow
hasPart: fur
hasPart: tail
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Figure 1: Heterogeneous representation of the tiger concept

our system includes two main sorts of components, based on
these two sorts of processes. Type 1 processes have been de-
signed to deal with prototypes- and exemplar-based retrieval,
while Type 2 processes have been designed to deal with de-
ductive inference.

The two sorts of system processes interact (Algorithm 1),
since Type 1 processes are executed first and their results are
then refined by Type 2 processes. In the implemented sys-
tem the typical representational and reasoning functions are
assigned to the System 1 (hereafter S1), which executes pro-
cesses of Type 1, and are associated to the Conceptual Spaces
framework [Gärdenfors, 2000; Gärdenfors, 2014]. On the
other hand, the classical representational and reasoning func-
tions are assigned to the System 2 (hereafter S2) to execute
processes of Type 2, and are associated to a standard ontolog-
ical representation.

Figure 1 shows the heterogeneous representation for the
concept tiger, with prototypical and exemplar-based repre-
sentations semantically pointing to the same conceptual en-
tity. In this example, the exemplar and prototype-based rep-
resentations make use of non classical information. Namely,
the prototypical representation grasps information such as
that tigers are wild animals, their fur has yellow and black
stripes, etc.; the exemplar-based representations grasp infor-
mation on individuals (such as white-tiger, which is a partic-
ular tiger with white fur). Both sorts of representations acti-
vate Type 1 processes. On the other hand, the classical body
of knowledge is filled with necessary and sufficient informa-
tion to characterize the concept (representing, for example,
the taxonomic information that a tiger is a mammal and a
carnivore), and activates Type 2 processes.

In the following we introduce the two representational and
reasoning frameworks used in our system, by focusing i) on
how typicality information (including both prototypes and ex-
emplars) and their corresponding non monotonic reasoning
procedures can be encoded through conceptual spaces; and
ii) on how classical information can be naturally encoded in
terms of formal ontologies.

Lieto, A., Radicioni, D., Rho, V, (2017). Dual PECCS: a cognitive system for conceptual 
representation and categorization, JETAI, 29 (2), 433-452, Taylor and Francis.. 

Lieto et al. (2015), A Common-Sense Conceptual Categorization System Integrating 
Heterogeneous Proxytypes and the Dual Process of Reasoning, IJCAI, AAAI Press.
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for a given concept can be represented by adopting differ-
ent computational frameworks: i) from a symbolic perspec-
tive, prototypical representations can be encoded in terms
of frames [Minsky, 1975] or semantic networks [Quillian,
1968]; ii) from a conceptual space perspective, prototypes can
be geometrically represented as centroids of a convex region
(more on this aspect later); iii) from a sub-symbolic perspec-
tive, the prototypical knowledge concerning a concept can, on
the other hand, be represented as reinforced patterns of con-
nections in Artificial Neural Networks (ANNs). Similarly,
for the exemplars-based body of knowledge, both symbolic
and conceptual space representations can be used, as well as
the sub-symbolic paradigm. In particular, exemplars can be
represented as instances of a concept in symbolic systems,
as points in a geometrical conceptual space, or as a partic-
ular (local) pattern of activation in a ANN. Finally, also for
the classical body of knowledge it is –at least in principle–,
possible to use the same frameworks. However, this seems
to be a case where symbolic and conceptual levels are more
appropriate w.r.t. the sub-symbolic one.

Summing up, all the different types of conceptual repre-
sentations can be implemented in cognitive artificial systems
and architectures. In addition, different computational mech-
anisms for “proxyfying” conceptual representations can be
applied. In the next Section we illustrate and discuss the rep-
resentational levels and the associated computational frame-
works we adopted for each type of body of knowledge.

3 The DUAL-PECCS System
As mentioned, the DUAL-PECCS relies on the heteroge-
neous proxytypes approach and on the dual process theory.
It is equipped with a hybrid knowledge base composed of
heterogeneous representations of the same conceptual enti-
ties: that is, the hybrid knowledge base includes prototypes,
exemplars and classical representations for the same concept.
Both prototypes and exemplars are represented at the con-
ceptual level (see Section 3.1), while classical information is
represented through standard symbolic formalisms (i.e., by
means of a formal ontology).

The retrieval of such representations is driven by different
process types. In particular, prototype and exemplar-based re-
trieval is based on a fast and approximate kind of categoriza-
tion, and benefits from common-sense information associated
to concepts. On the other hand, the retrieval of the classical
representation of concepts is featured by explicit rule follow-
ing, and makes no use of common-sense information. These
two differing categorization strategies have been widely stud-
ied in psychology of reasoning in the frame of the dual pro-
cess theory, that postulates the co-existence of two differ-
ent types of cognitive systems [Evans and Frankish, 2009;
Kahneman, 2011]. The systems of the first type (type 1) are
phylogenetically older, unconscious, automatic, associative,
parallel and fast. The systems of the second type (type 2) are
more recent, conscious, sequential and slow, and featured by
explicit rule following. We assume that both systems can be
composed in their turn by many sub-systems and processes.
According to the hypotheses in [Frixione and Lieto, 2012;
Frixione and Lieto, 2014], the conceptual representation of
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our system includes two main sorts of components, based on
these two sorts of processes. Type 1 processes have been de-
signed to deal with prototypes- and exemplar-based retrieval,
while Type 2 processes have been designed to deal with de-
ductive inference.

The two sorts of system processes interact (Algorithm 1),
since Type 1 processes are executed first and their results are
then refined by Type 2 processes. In the implemented sys-
tem the typical representational and reasoning functions are
assigned to the System 1 (hereafter S1), which executes pro-
cesses of Type 1, and are associated to the Conceptual Spaces
framework [Gärdenfors, 2000; Gärdenfors, 2014]. On the
other hand, the classical representational and reasoning func-
tions are assigned to the System 2 (hereafter S2) to execute
processes of Type 2, and are associated to a standard ontolog-
ical representation.

Figure 1 shows the heterogeneous representation for the
concept tiger, with prototypical and exemplar-based repre-
sentations semantically pointing to the same conceptual en-
tity. In this example, the exemplar and prototype-based rep-
resentations make use of non classical information. Namely,
the prototypical representation grasps information such as
that tigers are wild animals, their fur has yellow and black
stripes, etc.; the exemplar-based representations grasp infor-
mation on individuals (such as white-tiger, which is a partic-
ular tiger with white fur). Both sorts of representations acti-
vate Type 1 processes. On the other hand, the classical body
of knowledge is filled with necessary and sufficient informa-
tion to characterize the concept (representing, for example,
the taxonomic information that a tiger is a mammal and a
carnivore), and activates Type 2 processes.

In the following we introduce the two representational and
reasoning frameworks used in our system, by focusing i) on
how typicality information (including both prototypes and ex-
emplars) and their corresponding non monotonic reasoning
procedures can be encoded through conceptual spaces; and
ii) on how classical information can be naturally encoded in
terms of formal ontologies.

Co-referring representational Structures via Wordnet 

Lieto, A., Mensa,  E,, Radicioni,  D., 2016. A resource-driven approach for anchoring linguistic resources to conceptual 
spaces. In Conference of the Italian Association for Artificial Intelligence (pp. 435-449). Springer, Cham.



Overview

NL Description
-The big fish eating plankton

Typical 
Representations

IE step and 
mapping

List of Concepts : 
-Whale 0.1 
-Shark   0.5 
-… 
       

Output S1 
(Prototype or 
Exemplar)

Check on S2

Ontological Repr. 

-Whale NOT Fish 
-Whale Shark  OK 
       

Output S2 (CYC)

Output S1 + S2 

Whale 
Whale Shark
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• Two evaluation metrics have been devised: 
- Concept Categorization Accuracy: estimating how often the 

correct concept has been retrieved; 
- Proxyfication Accuracy: how often the correct concept has 

been retrieved AND the expected representation has been 
retrieved, as well.

Evaluation Accuracy Metrics (only 
with Prototypes and Exemplars)

Lieto, A., Radicioni, D., Rho, V, (2017). Dual PECCS: a cognitive system for conceptual 
representation and categorization, JETAI, 29 (2), 433-452, Taylor and Francis.. 
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lavoro con Isabella Cossidente



In che modo tali teorie semantiche hanno a che 
fare il modo in cui i Large Language Models 
(LLMs) gestiscono aspetti sintattici e 
semantici del linguaggio?



Regola accordo

Il punto: se imparata, questa regola sintattica, vale indipendentemente dalla 
semantica delle frasi



LLM imparano la regola?

Marvin & Linzen, 2018 

Targeted syntactic evaluation of language models. EMNLP 2018. 



Sembra di si

Goldberg, Y. (2019). Assessing BERT’s syntactic abilities. arXiv preprint arXiv:1901.05287. 
•

Goldberg, 2019 

Assessing BERT’s syntactic abilities. arXiv preprint arXiv:1901.05287. 



ma…



ma…

• LLM non imparano davvero la regola… 
• Ad es. per frasi tipo “colourless green 

ideas…” non riescono a generalizzare questa 
struttura sintattica



Errori separazione “sintagmatica”



Critiche

• Questo risultato mostra che quando ci sono frasi 
sintatticamente ben formate (ma 
semanticamente no), questi sistemi non 
generano l’accordo 

• Apprendimento non generale => struttura 
approssimata della sua generalizzazione 

• => critiche (es. Berent & Marcus, 2019) 

Berent, I., & Marcus, G. (2019). No integration without structured 
representations: Response to Pater. Language, 95(1), e75-e86.



Tuttavia…

risonanza magnetica con frasi che presentano inversioni crescenti nell’ordine delle 
parole (=> crescente incoerenza sintattica ma con parole che presentano una 
coesione lessicale…ci sono parole che possono essere combinate tra loro)





Frasi sintatticamente scorrette valutate con 
struttura graduale di plausibilità semantica



Ma per il cervello non conta…

Frasi perfettamente 
grammaticali o meno  
trattate ugualmente

Unica differenza per  
liste di parole o con 
sequenze non coese



• Semantica autonoma dalla “sintassi” 

• La composizione semantica non passa necessariamente 
da quella sintattica  

• Prospettiva invertita rispetto all’impianto chomskiano… 

• “We think of semantics as an independent 
computational system that obeys its own rules for how 
words are bound together during language 
comprehension. Of course, many of these rules have 
correlates in syntax, but nevertheless we conceive of 
semantic composition as a process that can take place 
independently from syntactic structure building” 
(Mollica et al. 2020).



• Aspetti legati alla capacità di generalizzare e 
apprendere strutture approssimate (es. 
basate su esempi e su prototipi con 
gradualità) gioca un ruolo nei processi di 
comprensione linguistica



https://www.youtube.com/clip/
UgkxBW1Z9fU8bRShFk_M0CTv8d3_N_LB0JuR 

• _
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https://www.youtube.com/clip/UgkxBW1Z9fU8bRShFk_M0CTv8d3_N_LB0JuR
https://www.youtube.com/clip/UgkxBW1Z9fU8bRShFk_M0CTv8d3_N_LB0JuR


Tuttavia

• Questi sistemi ancora non sono in grado di 
generalizzare out of the distribution 
(mentre questa è una capacità che noi 
abbiamo) 

• Alcune critiche chomskiane (es. povertà 
dello stimolo) rimangono (es. dati Navigli 
su Minerva 7B): 

• dataset di 1,5 trilioni di parole 
• instruction tuning: 580mila esempi
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Per concludere

Nessun modello esistente è in grado di dare conto della varietà dei 
fenomeno linguistici (alcuni modelli catturano meglio certe 
proprietà ma non tutte) 

Bisogno di integrare questo tipo di approcci 

"Allo stato attuale delle cose, la molteplicità dei punti di vista, dei 
modelli e degli approcci sperimentali sembra essere il “marchio di 
fabbrica” delle scienze dell’artificiale. Questo fatto può lasciarci 
sgomenti o entusiasti ma, di certo, non indifferenti” (Cordeschi, 
2002, The Discovery of the Artificial, Springer).
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